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Abstract
This paper introduces the Crowdsourced Language Assessment
Corpus (CLAC), a speech corpus consisting of audio record-
ings and automatically-generated transcripts for several speech
and language tasks, as well as metadata for each of the speak-
ers. The CLAC was created to provide the community with a
collection of audio samples from various speakers that could be
used to learn a general representation for speech from healthy
subjects, as well as complement other health-related speech
datasets, which tend to be limited. In this paper, we describe
the data collection protocol and summarize the contents of the
dataset. We also extract timing metrics from the recordings of
each task to explore what those metrics look like for a large,
English-speaking population. Lastly, we provide an example of
how the dataset can be used by comparing the metrics to those
extracted from a small sample of Frontotemporal Dementia sub-
jects. We hope that this dataset will help advance the state of the
art in the health and speech domain.
Index Terms: speech recognition, health, amazon mechanical
turk, language comprehension, speech corpus

1. Introduction
Speech has been shown to be a useful modality for diagnosing
subjects with various forms of cognitive impairment, including
Parkinson’s disease [1, 2, 3], Alzheimer’s disease [4, 5, 6, 7, 8],
Frontotemporal Dementia (FTD) [9, 10, 11], Huntington’s dis-
ease [12, 13, 14, 15, 16], and more. For this reason, datasets
consisting of speech from healthy subjects and subjects di-
agnosed with various neurocognitive disorders have been col-
lected and used to distinguish healthy subjects from cognitively
impaired subjects. However, these datasets tend to be limited in
size and often are not publicly available [17, 18]. More speech
data is needed for subjects with cognitive impairment for re-
searchers to be able to generalize their findings.

While speech from impaired subjects is needed, speech
from healthy subjects is also necessary and can be useful for
learning what the speech profile of a healthy population looks
like. In a recent review paper, Voleti et al. [19] acknowl-
edged that the characterization of the variability of the speech
in healthy populations is a critical research area for advanc-
ing the state of the art. We hope to contribute to this re-
search area by providing a dataset of healthy speakers, primarily
from the United States, that can be used to gain a more com-
plete understanding of what variability looks like in healthy
populations. In this paper, we present a speech dataset con-
sisting of audio recordings and automatically-generated tran-
scripts from speakers that were presumed healthy. They com-
pleted several simple language tasks that are present in other
health-related speech datasets [9, 20, 21], including common
picture description tasks like the cookie theft task [22, 23, 24],

which has been used to classify numerous cognitive disorders
[24, 25, 26, 27, 28, 29, 30, 31]. In addition to exploring what
speech looks like in a healthy population, the dataset presented
in this paper can be used to compare the speech of healthy,
English-speaking populations in different countries, and/or sup-
plement the data in other health-related datasets.

As far as we know, this is the largest collection of healthy
English speakers completing language comprehension tasks
and we believe that the scientific community can benefit from
the public release of this dataset.

2. Data collection
The audio recordings in the dataset were collected through
Amazon Mechanical Turk (AMT), a crowdsourcing website
that allows workers to complete tasks created by businesses and
researchers (Requesters) for a set cost. The tasks that the work-
ers complete are called Human Intelligence Tasks (HITs). In
order to qualify to complete the HIT we created, workers were
required to be in the United States (a small subset of the work-
ers were located in different countries) and the percentage of
assignments that were submitted by the workers and approved
by previous Requesters had to be 90% or higher. Each worker
had a unique worker ID. The worker IDs for approved submis-
sions were used to ensure that each worker was only allowed to
complete the HIT one time.

2.1. Task selection

The HIT used to collect the data described in this paper con-
sisted of several tasks. Each worker was first asked to select
their gender (“Male”, “Female”, or “Other”) and age (a num-
ber between 18 and 90, or “Over 90”). Some workers were also
asked to select the number of years of education they completed,
with 12 years being equivalent to completing high school. There
is no education information for 250 workers because the ed-
ucation question was added after data collection began. Each
worker was also asked to tell us whether they had a cold, al-
lergy, or other health-related symptoms that might affect their
speech the day they completed the HIT (“Yes” or “No”). After
that, the workers were asked to complete several simple tasks,
all of which can be seen in Table 1, along with the correspond-
ing prompts and the number of audio files in the dataset for
each task. These tasks were selected because they have been
used to assess and diagnose subjects with impaired speech in
previous research [9] and they could be easily implemented and
completed by the workers without a proctor present.

The cookie theft and picnic pictures used for the picture de-
scription tasks can be seen in Figure 1. For the “repeat 5 times”
task, some workers were initially asked to record themselves
saying each of the 3 words 5 times in one recording. Sub-
sequent workers were asked to submit separate recordings for
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Table 1: The tasks workers were asked to complete, the corresponding prompts, and the number of audio files in the dataset for each
task.

Task Prompt Audio Files

Counting From 1 To 20 Record yourself counting from 1 to 20. 1,816
Days Of The Week Record yourself saying the days of the week, starting with Monday. 1,829
Cookie Theft Record yourself describing everything that you see in the picture below using

complete sentences.
1,832

Picnic Record yourself describing everything that you see in the picture below using
complete sentences.

808

Grandfather Record yourself reading the following passage: “You wish to know all about my
grandfather. Well, he is nearly 93 years old, yet he still thinks as swiftly as ever.
He dresses himself in an old black frock coat, usually several buttons missing. A
long beard clings to his chin, giving those who observe him a pronounced feeling
of the utmost respect. When he speaks, his voice is just a bit cracked and quivers
a bit. Twice each day he plays skillfully and with zest upon a small organ. Except
in the winter when the snow or ice prevents, he slowly takes a short walk in the
open air each day. We have often urged him to walk more and smoke less, but he
always answers, “Banana oil!” Grandfather likes to be modern in his language.”

1,832

Rainbow Record yourself reading the following passage: “The rainbow is a division of
white light into many beautiful colors. These take the shape of a long round arch,
with its path high above, and its two ends apparently beyond the horizon.”

1,832

Repeat 5 Times Record yourself repeating the following words 5 times each in the same record-
ing: artillery, catastrophe, impossibility.

250

Repeat 5 Times Artillery Record yourself repeating the word “artillery” 5 times. 1,582
Repeat 5 Times Catastro-
phe

Record yourself repeating the word “catastrophe” 5 times. 1,582

Repeat 5 Times Impossi-
bility

Record yourself repeating the word “impossibility” 5 times. 1,582

SMR Record yourself repeating /pataka/ (pah tah kah) as fast as you can for 10 seconds. 1,832
Max Phonation Please take a deep breath and then record yourself sustaining voicing of the vowel

/a/ (ah) at a comfortable pitch and loudness level for as long as you can.
1,832

each word. As a result, there are 250 workers with one rep-
etition recording and 1,582 workers with 3 separate repetition
recordings. The picnic picture description task was also added
after data collection began. As a result, 1,024 workers did not
complete the picnic picture description task.

2.2. Validation

Transcripts were automatically generated for each of the sub-
mitted audio files using the Google Speech Recognition API
[32]. The transcripts were then used to validate the submitted
audio files by checking the number of words in the transcript
and the length of the audio file. If the number of words and
length of the audio file were satisfactory (different threshold
values were used for different tasks), then the worker was al-
lowed to move on to the next task. Otherwise, they were asked
to complete the task again. These validation checks were added
to ensure that workers did not submit incomplete assignments.

2.3. Summary statistics

916 speakers selected “Female” for their gender, 903 speakers
selected “Male”, and 13 speakers selected “Other”. The aver-
age age of the workers was 35.7 years and the average years of
education was 15.4. Histograms showing the age and educa-
tion distributions can be seen in Figure 2. Workers were located
in 962 unique cities, all 50 US states, and 12 unique countries.
The majority of the workers (1,815) were located in the United
States.

3. Data analysis
An audio activity detection tool called auditok [33] was applied
to each AMT recording to determine the start and end times of
the speech. The tool used a log energy threshold value to detect
the sections of audio that contained speech by ignoring sounds
below a certain threshold. A 65dB log energy threshold value
was used. The detected start and end times were used to ex-
tract several timing metrics from the recordings for each task:
the total duration of each audio file (in seconds), the number
of speech segments, the speech rate (speech segments per sec-
ond), the number of pauses, the total duration of pauses, and
the proportion of pause time (total duration of pauses divided
by the total duration of the audio file). Those metrics were used
to explore what timing looks like for a general population that
is presumed healthy. The average value for each of the metrics
mentioned above can be seen in Table 2 for each of the tasks
completed by the workers.

3.1. FTD comparison

One way that we anticipate the AMT data being used is to com-
pare the speech of cognitively impaired individuals with that of
healthy speakers. The data can also be used to explore how the
speech of healthy speakers differs in different regions/countries.
To illustrate this, we also extracted the timing metrics men-
tioned above from the cookie theft audio files of 58 healthy Aus-
tralian subjects, and Australian subjects with different types of
Frontotemporal Dementia (FTD). The FTD data used is a subset
of a larger FTD dataset, part of which has been used in previous
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Figure 1: The images workers were asked to describe for the cookie theft (left) and picnic (right) picture description tasks.

Figure 2: The age and education distributions of the data.

research to explore which speech characteristics are most salient
for the detection of the behavioral variant of FTD (bvFTD) [9].
More information about the language assessment of the sub-
jects in the dataset can be found in [9]. Timing metrics were
extracted from 11 subjects with bvFTD, 6 subjects with the se-
mantic variant of Primary Progressive Aphasia (svPPA), and 7
subjects with the logopenic variant of PPA (lvPPA).

The averaged metrics for each of the FTD variants and the
healthy subjects can be seen in Table 3. The results show that
each of the timing metrics are lower for the healthy Australian
speakers compared to the healthy speakers in the CLAC, which
consists primarily of American speakers. However, due to the
large difference in sample size for the two groups, we can not
draw any strong conclusions from this observation. The results
also show that the timing metrics are the same or higher for each
of the FTD groups compared to the healthy groups. Previous re-
search has shown that the speech of lvPPA and bvFTD subjects
is characterized by a greater proportion of pause time and an in-
creased number of pauses, the speech of lvPPA subjects is also
characterized by an increase in pause duration, and the speech
of svPPA subjects is characterized by a decreased speech rate
[10]. All of the results in Table 3 are consistent with the find-
ings in previous research, except for the increase in speech rate
for svPPA subjects compared to the healthy subjects. This dis-
crepancy may be due to the limited sample size of the svPPA
subjects.

The comparison of healthy speakers with FTD subjects is

just one example of how the CLAC can be used. Similar exper-
iments can easily be conducted with a different kind of dataset
consisting of healthy speech, impaired speech, or both.

4. Limitations
While we hope that the dataset can aide researchers in under-
standing what the speech of the general population looks like,
we acknowledge that there are some limitations associated with
the dataset:

• Self-reported metadata: Each worker was allowed to re-
port their age, gender, and years of education. The infor-
mation submitted by the workers could not be verified.
Therefore, some of the information may be incorrect.

• Recording environment: Since the workers were allowed
to complete the tasks from wherever they were, there was
a lot of variety in the type of microphones that were used
and the environments that the workers were in. While
the difference in recording quality may make analysis
more challenging, the variety will also lead to greater
generalizability.

• Health assumption: We made the assumption that all
workers were healthy and did not ask them about their
previous medical history. For this reason, we cannot
know for sure that each speaker is healthy and it is possi-
ble that some speakers in the dataset may have conditions
that can impair their speech.
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Table 2: The average values for the timing metrics extracted for each task.

Task Speech
Duration

Num.
Speech
Segments

Speech
Rate

Num.
Pauses

Pause Du-
ration

Proportion
Pause
Duration

Cookie Theft 30.50 13.42 0.45 12.43 6.47 0.21
Picnic 43.04 19.21 0.45 18.22 10.18 0.24
Counting 1 To 20 19.37 17.21 0.92 16.23 6.87 0.33
Days Of The Week 7.30 6.01 0.85 5.04 2.04 0.26
Grandfather 48.45 21.00 0.44 20.00 8.56 0.17
Rainbow 12.49 5.41 0.45 4.42 1.61 0.13
Repeat 5 Times 20.35 12.59 0.63 11.61 6.02 0.28
Repeat 5 Times Artillery 6.38 4.57 0.74 3.59 1.86 0.26
Repeat 5 Times Catastrophe 6.65 4.62 0.73 3.65 2.00 0.28
Repeat 5 Times Impossibility 7.45 4.59 0.64 3.61 1.81 0.22
Smr 9.94 6.07 0.64 5.10 1.19 0.12
Max Phonation 10.79 4.22 0.48 3.27 2.95 0.22

Table 3: The average values for the timing metrics extracted for each FTD variant and healthy category on the cookie theft task.

Group Speech
Duration

Num.
Speech
Segments

Speech
Rate

Num.
Pauses

Pause Du-
ration

Proportion
Pause
Duration

CLAC (n = 1,832) 30.50 13.42 0.45 12.43 6.47 0.21

Healthy (n = 58) 26.97 11.29 0.41 10.29 4.79 0.16
bvFTD (n = 11) 60.88 25.63 0.45 24.63 26.18 0.41
svPPA (n = 6) 55.82 22.56 0.60 21.56 34.06 0.51
lvPPA (n = 7) 116.35 51.38 0.433 50.38 67.04 0.58

• Different accents: The majority of the workers were lo-
cated in the United States. However, there is still a va-
riety of different accents and dialects due to differences
in the locations and backgrounds of the workers. While
this makes the dataset less “clean”, it can also be good
for generalizability.

• Duplicate worker submissions: Each worker has a
unique worker ID and that information was used to en-
sure that a worker with a particular worker ID was not
allowed to complete our HIT more than once. However,
there was no way to check whether someone had mul-
tiple AMT accounts. Therefore, we can not rule out the
possibility that the same speaker completed the HIT mul-
tiple times from different AMT accounts.

• Transcript quality: The quality of the automatically-
generated transcripts varies significantly depending on
accent and recording quality. Therefore, some tran-
scripts have high accuracy while others may have incor-
rect words or may be missing some words completely.
Future releases of the dataset will include a corrected
version of the ASR transcripts.

• Age range: The majority of the participants are not
within the age range of subjects that are typically diag-
nosed with cognitive disorders. However, it can still be
useful to have speech from younger speakers that can
be used to possibly examine how speech differs between
speakers of different ages in our general population.

While there are some limitations, there are also some ben-
efits, including the fact that (1) diarization is not needed for the
recordings in this dataset because only the voice of the worker

is present in the recording and (2) we are not aware of any other
datasets of this magnitude with speech from healthy subjects
completing cognitive tasks that can complement other health-
related speech data, making this dataset a significant contribu-
tion to the field.

5. Conclusions
In this paper, we presented CLAC, a speech dataset consist-
ing of audio recordings and automatically-generated transcripts
from 1,832 speakers located in the United States, as well as
11 other countries. We demonstrated how the dataset can be
used to characterize the speech of a healthy, English-speaking
population and distinguish between healthy subjects and sub-
jects with some form of cognitive impairment. We discussed
the limitations of the dataset and believe that the dataset is a
valuable contribution to the scientific community, despite those
limitations. In the future, we plan to expand the data col-
lection to include other English dialects, such as British En-
glish. We also plan to use this dataset to evaluate the utility
of the data for augmenting experimental data for patients with
conditions such as FTD. The dataset can be downloaded from
https://groups.csail.mit.edu/sls/downloads/clac/downloads.cgi.
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